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1 CHAPTER

Introduction

S INCE the synthesis of graphene in 2004 [1], there has been a drastic increase in interest

in atomically thin materials. Inspired by the impressive progress in this area, alternative

monolayer (ML) materials were sought that could serve the study of new physicochemical

phenomena. In a short time, the field of 2D materials continued to expand rapidly with pi-

oneering studies on ultrathin transition metal dichalcogenides (TMDCs), hexagonal boron

nitride, and other graphene analogs. [2] In particular, TMDCs have attracted considerable

attention from the scientific community because their properties are complementary to

those of graphene. [3] A variety of applications with different functionality have already

been demonstrated for these promising materials, for example, in field-effect transistors

[4, 5], ultrasensitive photodetectors [3, 6], chemical sensors [7], and in green thin-film

solar cells. [8] The outstanding properties of 2D TMDCs and the potential to control these

properties through the chemical environment provide a rich platform to investigate a

variety of research questions. [9] Therefore, they are widely considered prime candidates

for next-generation nano- and optoelectronics applications.

To capitalize on the excellent properties of TMDCs in future applications, a deep un-

derstanding of the underlying electronic structure is of utmost importance, which can

be probed by optical spectroscopy. For instance, the complete non-equilibrium carrier

dynamics of TDMCs have been scrutinized by ultrafast pump-probe absorption and re-

flectivity experiments. [10, 11, 12] Due to the splendid time resolution of these techniques,

complicated many-body femtosecond dynamics have been observed. However, abundant

phenomena are probed simultaneously, often displaying overlapping contributions with

miscellaneous dynamics, which can usually not be identified from the transient spectra.
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1. Introduction

In contrast, time-resolved photoluminescence (PL) spectroscopy can selectively monitor

emissive states and therefore serves as an ideal complement to conventional pump-probe

spectroscopy. Transient emission spectra could be used to separate radiative from non-

radiative relaxation channels and help to analyze the pump-probe spectra. However, the

temporal resolution of PL spectroscopy is typically limited to a few picoseconds, preventing

the investigation of key features immediately after excitation. In fact, ultrafast decay has

been reported and attributed to radiative recombination [13, 14], but direct emission

measurements of TMDCs on the femtosecond time scale are lacking to this date.

As mentioned above, conventional techniques for the time resolution of PL fail in the sub-

picosecond resolution range. Yet, nonlinear laser techniques allow to achieve a time resolu-

tion comparable to the pulse duration of the excitation laser. Therefore, the development

of advanced and stable lasers with small pulse widths provides access to subpicosecond

dynamics.

The most widely used subpicosecond technique is called optical Kerr gating and utilizes

the Kerr effect to generate an "ultrafast shutter". Another nonlinear method is based on

the phenomenon of sum-frequency generation (SFG) of light and is called fluorescence

upconversion spectroscopy (FLUPS). It is less common due to the high experimental

requirements, but the superior method because of better time resolution [15], as well as

in terms of measurement sensitivity and accuracy. [16] Although used primarily in the

context of solute molecules, recent studies also address crystal spectroscopy [17], quantum

dots [18], and nanoplatelets. [19]

Objective and outline

Taken together, the literature suggests that FLUPS is the ideal spectroscopic tool for exam-

ining the short-lived emission in TMDCs. Therefore, the ultimate aim of this research is

to investigate the radiative ("bright") carrier relaxation in TMDC MLs. This objective is

approached using FLUPS, as it provides femtosecond time resolution and all findings in

the literature indicate that the upconversion of TMDC emission is feasible. The transient

emission spectra will identify the currently inaccessible radiative relaxation dynamics,

contributing to a comprehensive understanding of the many-body processes in this class

of materials. For this purpose, a FLUPS experiment following N. P. Ernsting’s design was

set up. However, FLUPS is a highly sensitive experiment with various sources of error,

therefore its functionality must first be proven before unknown systems can be studied.
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Motivated by the extensive literature on the spectral attributes of coumarins, they were

chosen as a test subject for verifying the reliability of the commissioned setup.

In a nutshell, this work has two main objectives:

(i) First, to characterize the FLUPS setup and its measurement modes by deter-

mining the time-resolved emission of a well-studied laser dye. Congruence of

the transient spectra with the literature can be used to prove its operability.

(ii) Second, applying FLUPS to upconvert the PL of a TMDC ML for the first time.

The thesis is divided into four parts and eleven chapters. After this introduction, the

second part outlines the theoretical background concerning the processes and analyzed

systems of this work, as well as the basics of nonlinear spectroscopy. The third part

focuses on experimental details of broadband FLUPS. This includes the FLUPS operating

principle, the measurement setup, various specifics regarding broadband SFG, and data

analysis. In the results part, a proper performance of the FLUPS is validated by time-

resolved measurements of the peak position, bandwidth, and asymmetry of a coumarin

dye. Subsequently, an alternative data analysis method is presented that is not reported

in the literature. Finally, strong evidence for the upconversion of TMDC PL was found

from depletion spectroscopy. Concrete suggestions are established for signal strength

optimization to obtain transient spectra.

In conclusion, this thesis provides the first step towards exploring the femtosecond PL

response of a TMDC ML. The finding is very encouraging and suggests that by medium-

sized setup adjustments, FLUPS of TMDCs is feasible within the near future.
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2 CHAPTER

Fluorescence of organic dyes

This chapter presents important concepts in the emission of fluorescence. The first section 2.1 Fundamental concepts

2.2 Solvation dynamicsintroduces the fundamentals of PL by introducing the Jablonski diagram and quantifying

the relaxation from the excited state to the ground state. In the second section, the solvation

dynamics of fluorophores are discussed. Here, the time-dependent Stokes shift is addressed,

which is an important observable in ultrafast fluorescence spectroscopy. Finally, the laser

dye coumarin 153 that was experimentally investigated is briefly considered.

2.1 Fundamental concepts

L UMINESCENCE is the spontaneous emission of light from any substance and eventuates

from electronically excited states. Excitation is often realized by exposure to light with

suitable energy, such that the ground state electrons absorb the photons and are promoted

to higher electronic levels. Then, luminescence is referred to as PL. A series of different

processes can occur between the absorption and emission of light that are best illustrated

in a Jablonski diagram.

Jablonski diagramms [20]

According to A. Jablonski, the electronic transitions in numerous organic molecules can

generally be described within the framework of a simplified energy-level scheme. It

neglects several interactions, such as energy transfer or interactions of the molecule with

the solvent.
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2. Fluorescence of organic dyes

A typical Jablonski diagram is shown in figure 2.1, depicting the electronic ground state

S0 and the first and second excited singlet states S1 and S2. In each of these electronic

states, the fluorophores can exist at several vibrational energy levels v = 0,1,2, etc. The

vibronic transitions between electronic states are shown as vertical lines to illustrate the

immediacy of light absorption and emission. This is the so-called Frank-Condon [21, 22],

which considers the Born-Oppenheimer approximation: [23] Because the nuclei are much

heavier than the electrons, a vibronic transition is completed before the nuclei can react

and consequently, their distance remains constant.

At room temperature, the thermal energy is insufficient to significantly populate higher-

lying vibrational states. Therefore, absorption primarily occurs from the lowest vibrational

level v = 0. After absorption, an electron is typically excited to a higher vibrational level of

S1. Molecules in the condensed phase rapidly release their vibrational energy to relax to the

vibrational ground state. In the case of excitation to S2, there is commonly an isoenergetic

transition from the vibrational ground state to a highly excited vibrational state of S1.

This process is termed internal conversion (IC) and generally happens in 10−12 s or less.

Radiative depopulation of S1 to higher excited vibrational levels of S0 might occur by

spontaneous emission of fluorescence photons, which is followed by vibrational relaxation

until the thermal equilibrium is reached. Because the fluorescence lifetime is generally

on the order of ∼10 ns, fluorescence emission ordinarily proceeds from the lowest energy

vibrational state of S1. Therefore, the identical emission spectrum is collected, regardless

of the excitation wavelength. This finding is also known as Kasha’s rule. Because the

geometry of the molecule hardly changes throughout electronic transitions, the emission

spectrum is frequently a mirror image of the absorption spectrum.

Molecules in the S1 state may also undergo intersystem crossing (ISC) to their first triplet

state T1. This conversion is spin-forbidden, but molecules containing heavy atoms can

relax this prohibition by strong spin-orbit coupling. Emission from T1 is called phospho-

rescence and is shifted to longer wavelengths compared to fluorescence.
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2.1 Fundamental concepts

S2

S1

F

A

P

T1

IC

ISC

S0

VR

Figure 2.1: Jablonski diagram. The energy-level scheme qualitatively describes pos-
sible transitions between different singlet and triplet states of common organic
molecules. Abbreviations: A – absorption; VR – vibrational relaxation; F – fluores-
cence; P – phosphorescence.

Note that the intensity of fluorescence can be decreased by a variety of processes. These

are referred to as quenching and are not depicted in the Jablonski diagram (figure 2.1).

Quenching can progress through different mechanisms, including collisions, the formation

of non-fluorescent complexes, or the inner filter effect. The latter is due to light attenuation

by the fluorophore itself and can be reduced by decreasing the sample concentration. [24]

Fluorescence lifetime and quantum yield

Routinely, the fluorescence lifetime T and quantum yield Q are used as important charac-

teristics of a fluorophore. The meaning of these concepts is best captured by a two-level

system that describes the behavior of many fluorophores in good approximation, cf. figure

2.2. The schematic illustrates the relaxation from the excited state S1 into the ground

state S0. The fluorescence quantum yield is the ratio of emitted to absorbed photons. It is

determined by the rate of radiative decay Γr and the rate of non-radiative decay Γnr to the

ground state. Mathematically, the quantum yield is accessible via

Q = Γr

Γr +Γnr
. (2.1)

9



2. Fluorescence of organic dyes

Generally, the quantum yield is independent of the excitation wavelength, an observation

that is known as Vavilov’s rule. It is a direct consequence of Kasha’s rule.

In the absence of non-radiative relaxation processes, the intrinsic or natural radiative

lifetime Tr is received:

Tr = 1

Γr
. (2.2)

However, the observed lifetime of an electronic state may be shorter than the radiative

lifetime if non-radiative relaxation processes also contribute to depopulating the excited

state. In this instance, the quantum yield of the transition S1 → S0 is less than unity.

Summing the ratesΓr andΓnr yields the total transition rate whose reciprocal corresponds

to the observed lifetime Tf, which is given by

Tf =
1

Γr +Γnr
. (2.3)

For excitation by ultrafast laser pulses, Tf can be described by the decrease in the number

of excited fluorophores [F∗ (t )] as a function of time following optical excitation: [25]

d[F∗ (t )]

dt
=− (Γr +Γnr)

[
F∗ (t )

]
. (2.4)

Because [F∗ (t )] is proportional to the emission intensity I (t ), integration between t = 0

and t shows that the fluorescence decay can be expressed using a single exponential

function

I (t ) = I (t = 0)exp

(
− t

Tf

)
. (2.5)

In this common mono-exponential decay scenario, exp(−1) ≈ 37 % of the excitons are still

excited at t =Tf.

10



2.2 Solvation dynamics

S1

A

S0

ΓnrΓr

Q

VR

Figure 2.2: Two-level system. In the most elemental consideration, the excited system
can return to equilibrium through radiative and non-radiative transitions.

2.2 Solvation dynamics

W HEN a fluorescent molecule is excited from its ground state S0 to an excited state S1,

the electrons are instantaneously redistributed according to Frank-Condon’s principle.

The phenomenon of solvation dynamics refers to the response of a polar solvent to such a

perturbation in charge distribution. The dynamics are illustrated in Figure 2.3.

To begin with, the fluorophore is promoted to its excited state S1 by the absorption of light

(situation 1). Furthermore, consider that the fluorophore undergoes a large change in

the dipole moment upon optical excitation. However, the orientation of the solvent is

modified with a time delay. Therefore, just after excitation, the solvent molecules are in

the perpetual non-equilibrium orientation as before excitation (situation 2). To stabilize

the excited state charge distribution in the fluorophore, a polar solvent will relax to its

equilibrium configuration on the time scale of picoseconds to femtoseconds. During this

process, the energy of the excited state S1 decreases until a quasi-stationary state is reached.

At the same time, the energy of S0 increases because the solvation shell is optimized for

the state S1 (not shown), i.e. the ground and excited state converge (situation 3). The

time-dependence of solvent reorientation can be followed by monitoring the continuous

redshift of the fluorescence spectrum that is called time-dependent Stokes shift (TDSS).

This shift is a fundamental characteristic of the fluorophore as well as the polar solvent.
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2. Fluorescence of organic dyes

nuclear coordinate 

en
er

g
y 

VR

A F

O ON

CF3

O ON

CF3

O ON

CF3

S0

1

2

3

S1

Figure 2.3: Solvation dynamics. Schematic of the processes involved in solvation
dynamics: (1) The fluorophore is in its ground state S0; (2) After excitation, the
solvation is still in the Franck-Condon state; (3) Dielectric relaxation brings the
system to equilibrium, its evolution is reflected by the TDSS. The figure is adopted
from reference [26].

Solvation dynamics of coumarin 153

Due to the delicate assembly of the FLUPS setup, its functionality should be verified before

examining novel systems. Motivated by the extensive literature on the solvation dynamics

of coumarins, they were chosen as a test subject for the first experiments.

Coumarins are conjugated systems that are structurally composed of a benzene ring fused

to an α-pyrone ring. The carbonyl group of the pyrone occupies position two. [27] The

coumarin parent molecule is highlighted in figure 2.4. Those molecules exhibit interesting

fluorescence properties, including high sensitivity to their local environment, especially

local polarity. Therefore, the significant solvatochromism of coumarin fluorophores has

attracted a lot of attention. [28] In particular, the TDSS of coumarin 153 (C153, see figure

O O

CF3

N

Figure 2.4 2.4) has been studied extensively, including FLUPS. [29, 30, 31, 32, 33, 34] As a result, C153

has become a benchmark dye in its field.
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3 CHAPTER

Transition metal dichalcogenides

This chapter outlines the theoretical background concerning the experimentally investigated 3.1 Atomically thin TMDCs

3.2 Excitons in TMDCsTMDC. It opens with a summary of the structural, electronic, and optical properties of its

MLs. In the second section, the excitonic properties of the material class are covered in

further depth. In particular, the properties that suggest ultrafast radiative relaxation are

highlighted.

3.1 Atomically thin TMDCs

C HEMICALLY, each layer of a TMDC MX2 consists of transition metal atoms M that are

sandwiched between two layers of chalcogen atoms X. Especially group VI semicon-

ducting TMDCs with M = Mo, W, and X = S, Se, Te have attracted a lot of attention and

only these will be reviewed in the following. Their bulk consists of layered sheets that are

held together by interlayer Van-der-Waals forces. TMDCs mainly contain three different

allotropes, which lead to different electronic phases: In the thermodynamically stable 2H

phase, the metal atom is coordinated trigonally prismatically, whereas the coordination of

the metal is octahedral in the 1T phase. Figure 3.1a highlights the unit cell of the 2H phase

that belongs to the point group P6m2. [35]

In such Van-der-Waals systems, the layers can be separated by mechanical exfoliation

[36, 4] or liquid exfoliation [37] to isolate single-layer flakes. Alternatively, samples can be

prepared using chemical vapor deposition (CVD), where a chemical reaction at the heated

substrate surface causes the gaseous sample to be separated as a solid layer. [38]

13



3. Transition metal dichalcogenides

In 2010, the group of T. F. Heinz demonstrated in a groundbreaking paper that when

reduced to a ML, MoS2 becomes a direct bandgap material [39]. This behavior holds for

other TMDCs as well. A direct bandgap enables efficient optoelectronic applications that

remain closed to indirect bandgap materials. Hence, a variety of promising applications

of TMDCs have already been confirmed, refer to chapter 1 for examples. Figure 3.1b

compares the band structure of a bulk (orange) and a 2D TMDC (blue) at the symmetry

points K , Γ, and T , respectively.

(a) (b)

en
er
g
y

bulk
monolayer

Γ ΓM K T

Figure 3.1: Geometric and electronic structure of TMDCs. (a) Structure and unit cell of
2D TMDCs; (b) Schematic of the electronic band structure of a bulk and a 2D TMDC.
The figure is adopted from reference [40].

The orbital characteristics of the conduction band (CB) and valence band (VB) are predom-

inantly determined by the d-orbitals of the metal atom: dz2 for the CB and
(
dx2 −dy x

)
/2

for the VB. [41, 42, 43] Due to spin-orbit coupling, the degenerate valleys at the K point

split into alternating K + and K − points to which different optical selection rules apply.

Each of the valleys interacts only with circularly polarized light of right or left helicity,

respectively. However, if linearly polarized light is used, which can be regarded as a linear

combination of both helicities, only the energetic splitting is of interest. This is the case

in this thesis. Because the splitting of the CB is only a few meV, it can be neglected to a

first approximation. However, significant separation of the VB with ~0.4 eV enables the

excitation of two transitions in the visible range that are called A and B. [44]

14



3.2 Excitons in TMDCs

3.2 Excitons in TMDCs

A NALOGOUS to molecules, photons can excite electrons in solids from the VB to the

CB, leaving a “hole” in the VB. Due to the attractive Coulomb interaction, they form

electron-hole pairs. These quasiparticles are termed excitons. They can move around

the crystal and transport their properties (energy, heat, spin, etc.) and dominate the

optical properties of TMDCs. [45] There are two limiting approximations for describing an

exciton based on the binding energy Eb and the electron-hole radius rexc: Typical inorganic

semiconductors possess so-called Wannier-Mott excitons with low binding energies and

large electron-hole radii, exceeding the lattice constant al. On the other hand, Frenkel

excitons are common in organic semiconductors and show high binding energies as well

as small radii (figures 3.2a and 3.2b). Interestingly, in TMDC MLs strongly bound electron-

hole pairs that extend over several lattice periods are observed. Therefore, they represent

an intermediate between the Wannier-Mott and the Frenkel exciton (figure 3.2c). However,

the majority of the experimental observations can be appropriately described using the

Wannier-Mott picture. [44]

(c)(b)(a)

al al al

Figure 3.2: Types of excitons. Illustration of (a) Wannier-Mott, (b) Frenkel, and (c) 2D
excitons.

The exciton binding energy of Wannier-Mott type excitons can be treated analogously to

the hydrogen atom problem. Then, the Hamiltonian Ĥ reads

Ĥ =−~∇2

2µ
+Vc (rexc) , (3.1)

where ~ is the reduced Planck constant, µ is the two-body reduced mass of electron and

hole, and Vc (rexc) the potential term of Coulomb nature.

15



3. Transition metal dichalcogenides

Solving the corresponding Schrödinger equation yields the binding energy eigenvalues E n
b

for the 2D case: [46]

E n
b =

(
1

4πε0

)2 µe4

2~2εr (m −1/2)2 . (3.2)

Here, m is the principal quantum number, e the elementary charge, ε0 the vacuum per-

mittivity, and εr the dielectric constant of the crystal lattice. Generally, the 1s exciton state

with n = 1 is considered to describe the total binding energy of the exciton. Regarding

the A exciton, the literature agrees that its exciton binding energy is around 0.5 eV and

therefore one order of magnitude larger than in conventional semiconductor materials.

However, there is disagreement between the exact values. While some authors report

binding energies of ~0.6 to ~0.7 eV [47, 48], others obtain values of ~0.3 to ~0.35 eV. [49, 50]

During radiative recombination, the emission energy Eexc is dictated by the difference

between the bandgap energy Eg and the binding energy:

Eexc = Eg −E 1s
b . (3.3)

A consequence of the large binding energies is the very short radiative lifetime of the

excitons. In a simple two-band model approach, the radiative lifetime can be written as

[14]

Tr = ε

2~k0

(
Eexc

evk
a2D

B

)2

, (3.4)

where

• ε= ε0εr is the absolute permittivity,

• k0 = Eexc
p
ε/(~c) is the light wave-vector and c the speed of light in vacuum,

• vk =
√

Egap/(2me) the Kane velocity with the effective electron mass me,

• and a2D
B the 2D exciton Bohr radius.

By approximating with Eg ≈ 2 eV, Eexc ≈ 1.5 eV (Eb ≈ 0.5 eV), aexc
B ≈ 1.5 nm, and ε ≈

1.5 F ·m−1, the radiative lifetime of TDMC excitons is estimated to be Tr < 1 ps [14, 46].

This value is in line with more sophisticated theoretical calculations. [51, 52]
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4 CHAPTER

A brief introduction to nonlinear optics

This chapter provides a brief introduction to the essential concepts of nonlinear optics. Basic

knowledge of this subject is crucial to understanding the FLUPS setup that was employed in

this thesis.

T HE fundamental equation of optics, irrespective of whether linear or nonlinear effects

are considered, is the wave equation:

∇~E (~r , t )− 1

c2

∂2~E (~r , t )

∂t 2 =µ0 + ∂2~P (~r , t )

∂t 2 . (4.1)

Here, µ0 is the magnetic permeability of free space, ~E (~r , t ) is the electromagnetic pulse

field and is ~P (~r , t ) the induced optical polarization. For field strengths smaller than 109

W/cm2, the induced polarization is given by

~P (~r , t ) = ε0χ
(1)~E (~r , t ) . (4.2)

Thus, wave equation 4.1 is linear. The tensorχ(1) is the electric susceptibility and represents

a metric for the polarizability of the medium. For a linear wave equation, the superposition

principle applies, meaning that incident light rays will penetrate and not influence each

other – frequency mixing processes are not possible. To put it in the words of R. Trebinio:

“Life at low intensity is dull.” [53]

Yet, typical ultrashort pulses reach intensities of ∼1012 W/cm2 and therefore have electric

field strengths comparable to atomic field strengths Eat = e/aB, with the Bohr radius of the

hydrogen atom aB. [54] In this case, a nonlinear polarization is induced in the material
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4. A brief introduction to nonlinear optics

that can be described by perturbation theory using a series expansion: [55, 56]

~P (~r , t ) = ε0
[
χ(1)~E (~r , t )+χ(2)~E 2 (~r , t )+χ(3)~E 3 (~r , t )+ . . .

]
. (4.3)

Here, χ( j ) is the j -th order susceptibility that mathematically corresponds to a j +1-th

order tensor, i.e. χ(1) is a second-order tensor, χ(2) is a third-order tensor, and so on. The

higher-order electromagnetic pulse fields ~E 2 (~r , t ), ~E 3 (~r , t ), etc. drive the wave equation

4.1 to yield light at new frequencies. Table 4.1 shows an overview of the optical phenomena

that follow from j -th order processes.

Table 4.1: Association of selected optical phenomena to series expansion terms in
(4.3).

expansion term optical phenomena

χ(1)~E (~r , t )

refraction,
absorption,
dispersion,
birefringence.

χ(2)~E 2 (~r , t )

second-harmonic generation,
sum-frequency generation
difference frequency generation
parametric oscillation.

χ(3)~E 3 (~r , t )

third-harmonic generation,
the Kerr effect,
two-photon absorption,
Raman as well as Rayleigh scattering.

The electric susceptibilities have decreasing coefficients with increasing order, which is

why nonlinear fourth-order interactions no longer arise under conventional laboratory

conditions. Especially relevant for this work SFG, where two photons of the frequencies

ν1 and ν2 interact in a nonlinear optical (NLO) crystal to create a new photon of the

frequency ν3. During this process, the photon energy E = hν must be conserved, where

h is the Planck constant. In addition, the polarization has a wave vector~k that must also

satisfy momentum conservation: [57]

hν3 = hν1 +hν2, ~k3 =~k1 +~k2. (4.4)

Condition 4.4 is called phase-matching. If not fulfilled, the induced polarization generates

new light that is not in phase with the incident light, initiating destructive interference.
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Therefore, the upconversion efficiency crucially depends on the phase mismatch ∆k =∣∣∣~k3 −
(
~k1 +~k2

)∣∣∣, see figure 4.1. The most efficient upconversion will occur at ∆k = 0.

χ 

(2)

k2

k1 k3 Δkhν2

hν1
hν3

Figure 4.1: Phase-matching in SFG. New, upconverted light is generated in a nonlinear
χ(2)-crystal. It is emitted in the direction of wave vector~k3 and contains the energy
of both the fluorescence and the gate.
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Experimental part





5 CHAPTER

Fluorescence upconversion

spectroscopy

This chapter outlines the experimental details of FLUPS. It begins with a description of 5.1 Basic principles of FLUPS

5.2 Experimental setupthe experiment, including the application of SFG for upconversion and the mechanism of

temporally resolving the fluorescence response. In the second section, the optical setup is

presented and the components, electronics as well as experimental features are explained.

5.1 Basic principles of FLUPS

T HE field of nonlinear optics developed rapidly since 1961, shortly after the demonstra-

tion of the first laser, and has since then facilitated new applications for time-resolved

emission spectroscopy. [58] In 1975, H. Mahr and M. Hirsch were the first to trace the

temporal evolution of fluorescence by FLUPS. [59] As shown in figure 5.1a, the sample

emission is not directly sent into a detector after excitation, but collected and focused into

a NLO crystal. A second pulse, the so-called gate, is also focused on this crystal. When the

phase-matching condition is fulfilled (cf. equation 4.4), a new beam, the sum-frequency,

is formed:

hνu = hνf +hνg, ~ku =~kf +~kg. (5.1)

The subscripts f, g, and u refer to the fluorescence, gate, and upconverted field. Since the

sum-frequency appears at higher frequencies, the signal is referred to as upconverted. In

principle, a downconversion can also be contemplated with the appropriate difference-

frequency generation (DFG), but this approach is much less established. [60] Generally,
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5. Fluorescence upconversion spectroscopy

the upconverted signal is measured at individual wavelengths from which the spectra

must subsequently be reconstructed. [61] However, by using a suitable NLO crystal and

perfectly tuning the crystal properties, angle of incidence, and polarization, broadband

detection is achievable. Owing to the inherent advantages over spectral reconstruction,

the broadband approach was adopted for this study, details will be discussed in section 6.2.

Note that the mixing of fluorescence and gate exclusively takes place in the presence

of both pulses. Therefore, the short-lived gate can sample the comparatively long-lived

fluorescence decay at variable time delays τ between pump and probe. The upconverted

light reveals information about the sample relaxation as a function of the time delay. Figure

5.1b illustrates that the time resolution ∆t is comparable to the pulse width of the gate, i.e.

the shorter the pulse, the faster processes can be resolved.

fluorescence 

gate 

SFG signal

(a)

time resolution 

delay  

Δt

τ

time t

(b)

NLO crystal

Figure 5.1: Fluorescence upconversion. (a) A segment of the long-lived fluorescence is
mixed with the short-lived gate pulse in a NLO crystal. Only a slice of the emission is
upconverted; (b) The width of the gate pulse determines the time resolution ∆t .

To monitor the fluorescence dynamics, both the gate and fluorescence pulses must not

only satisfy phase-matching and spatial overlap, but also temporal overlap. This is because

the fluorescence pulse is much more extended in time than the gate pulse. Therefore, the

time at which the temporal overlap begins is needed. It is called time zero t0 and is defined

as the time at which the cross-correlation function C (τ) between the pump and gate pulse

is maximal:

C (τ) =
∫ ∞

−∞
Ig (t −τ) Ipump (t ) dτ. (5.2)

Both pulses are considered to have a Gaussian line shape. Conceptually, time zero corre-

sponds to the electronic excitation of the sample.

The upconverted signal is also given by a cross-correlation, but in this instance between

the fluorescence and the gate pulses. In this case, time zero corresponds to the point in
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5.2 Experimental setup

time where the slope of the sigmoidal signal intensity increase is maximal.

C (τ) =
∫ ∞

−∞
Ig (t −τ) If (t ) dτ. (5.3)

After finding time zero, the experiment is repeated while modifying the time delay between

the pump and gate pulses. Figure 5.2 shows that this is realized via incrementally reducing

the path length of the pump line by using a motorized translation stage. The move of

0.1 µm corresponds to a change of t ≈ 0.67 fs in the time domain. Therefore, while the

fluorescence pulse arrives at t = t0 in the NLO crystal, the gate arrives with a delay t = t0+τ.

Accordingly, the decay behavior of the temporally broad fluorescence can be traced. Figure

5.2b illustrates that for each time delay, a transient and upconverted fluorescence spectrum

(with an instrumental bias) is collected. When the transient spectra for different delays are

evaluated one after another, like a flip-book, information about the time evolution after

excitation is gathered.

(b)(a)

1

2
tim

e 
de

lay

wavelength
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2

1

Figure 5.2: Time resolution mechanism. (a) The fluorescence decay can be sampled
in the time domain by a variable delay in the pump line; (b) The evolution of transient
spectra can be imagined as a series of snapshots at different times.

5.2 Experimental setup

I N this thesis, the broadband FLUPS setup established in the laboratory of N. P. Ernsting

was adopted. A detailed description of its construction is given in an internal document,

the "FLUPS manual“. [62] The assembly is based on a titanium-sapphire laser delivering

ultra-short, ∼1000 µJ pulses with a wavelength of 800 nm at 5 kHz repetition rate.
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5. Fluorescence upconversion spectroscopy

At first, the fundamental beam is split into two parts, namely the pump and the gate

line, using a beam splitter. As discussed, the pump is used to excite the sample, and its

fluorescence is then mixed with the gate in a NLO crystal to generate the upconverted

signal. A sketch of both beam paths and the employed optics is given in figure 5.3.

The fluorescence (blue beam path) is generated as follows: At first, the pump is frequency-

doubled to 400 nm using a NLO crystal and then compressed (not shown). Next, it passes

through the variable translation stage T and is then focused on the sample using a lens.

For liquid samples, a 1 mm cuvette that is stirred at the focal region by a stream of nitrogen

bubbles is employed. After excitation of the sample, the generated PL (green) is collected

by the non-axial Schwarzschild objective M1, M2 and focused onto the uniaxial calcite

crystal C. As a result of its birefringence, the unpolarized fluorescence is separated into

a horizontally and vertically polarized part. Only the vertically polarized PL is collected

by the concave mirror M3 and an ordinary beam is received. [60] The necessity for this is

elaborated in chapter 6.

BB

spectographCCD

BBO

sample
translation stage

(Pr3) 

λ/2

Pr1 

Pr2 

α'
calcite

gate

pump

LM3

telescope

M2

M1

S

G

Figure 5.3: Setup of broadband FLUPS. All subsequent measurements of this thesis
were conducted with this configuration.

The gate drives a traveling-wave optical parametric amplifier of superfluorescence (TOPAS,

not shown) that generates ∼200 µJ gate pulses in the near-infrared at 1340 nm (red beam

path). Here, the polarization is set to horizontal by a λ/2 plate so that it becomes an

extraordinary beam (cf. chapter 6). Then, this beam is expanded as well as collimated by a
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5.2 Experimental setup

telescope and subsequently compressed by the prism compressor Pr1, Pr2. To optimize

the spatial overlap between the fluorescence and gate, the size of the latter is reduced

using the lens L.

Both the gate and the PL are focused into a NLO crystal. For this experiment, a β-barium

borate (BBO) crystal was chosen. In the crystal, both beams coincide with the external

interaction angle α′ ≈ 22◦. Only if the angle of incidence, polarization, and crystal prop-

erties are finely tuned across a broad spectral range, SFG occurs. The presented setup is

customized for the upconversion of emission in the range of 425 nm ≤ λf ≤ 750 nm. To

remove background radiation, the pump and non-upconverted fluorescence light are

reduced by a Glan filter (bandpass filter) G. It is installed in front of the calcite crystal.

[63, 64] Scattered light in the propagation direction is suppressed by the spatial filter W.

Finally, the upconverted signal is focused by a concave mirror to the input of a fiber

bundle. The bundle consists of 30 glass fibers with 100 µm diameter. Optical fibers direct

the upconverted photons to a grating spectrograph that disperses incoming light onto a

rectangular charge-coupled device (CCD) camera with 1600×512 pixels. All columns are

connected (full vertical binning); thereby the different signal colors are distributed across

the 1600 horizontal pixels. With the described setup, a time resolution of ∼400 fs was

achieved. A method to receive even better time resolution is described in appendix A11.

Data correction and analysis were performed in Python and are described in chapter 7.

Sample preparation and characterization

It is important to prepare samples properly because the spectral traits of dye solutions, as

well as solid samples, are sensitive to contaminants. The preparation of the dyes and the

TMDC sample was done according to standard procedures.

The desired amount of powdered dye was added to a 4ml tube and the solvent (dehydrated,

99.9% purity) was added. Then, the solution was transferred to a 0.1 mm cuvette and

characterized by optical absorption spectroscopy. The optical density OD at the pumping

wavelength was determined according to the Beer-Lambert law:

ODλ = ε (λ)cd = lg

(
I0 (λ)

I (λ)

)
. (5.4)

Here, c the sample concentration in moles per liter, d the sample thickness, I0 is the

intensity of the incident light, and I is the attenuated intensity.
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5. Fluorescence upconversion spectroscopy

To reduce the inner filter effect, the solution was diluted if it exceeded OD400 nm = 1.5. This

avoids the internal filter effect, cf. section 2.1. In figure 5.4, the absorption spectrum of the

considered dye C153 in acetonitrile (cf. result chapters 8 and 9) is depicted.

pump wavelength

Figure 5.4: Absorption spectrum of C153. The optical density at 400 nm is highlighted.

Tungsten disulfide (WS2) was chosen as the 2D solid sample for further investigations

because it has the highest quantum yield of the group IV TMDCs. X. Zhu’s group produced

high-quality WS2 pristine MLs by gold-assisted mechanical exfoliation of CVD grown crys-

tals. The WS2 flakes were deposited on a silicon substrate coated with a thin silicon oxide

layer (Si/SiO2 substrate). Synthesis details are outlined in references [65] and [66], respec-

tively. The MLs were characterized using optical microscopy; images will be discussed in

chapter 10. Due to contact with airborne contaminants, the sample was regularly cleaned

using blasts of compressed air.
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6 CHAPTER

Phase-matching considerations

The chapter outlines the various peculiarities concerning phase-matching in FLUPS, with 6.1 Properties of the NLO

crystal

6.2 Broadband

phase-matching

6.3 Measurment modes

broadband detection being the major challenge. The first section lays out the properties

of the NLO crystal and its effect on the polarization of the outgoing light. The distinctive

strategies for broadband phase-matching are presented and the one that was realized in

this work is discussed. Finally, the two modes in which the setup can be run are introduced

and their specific attributes elaborated.

6.1 Properties of the NLO crystal

T HE choice of the nonlinear material, as well as the properties of the incident beams,

are of paramount importance for effective SFG. A major difficulty in FLUPS is to find

suitable phase-matching conditions that satisfy equation 5.1. This section presents the

principles and design decisions to achieve phase-matching in FLUPS, which have already

been addressed in the listed reviews: [67, 68, 69].

As discussed, phase-matching takes place in a NLO crystal. In optical applications, these

are usually anisotropic, which becomes apparent when reconsidering equation 4.3. For

crystals with inversion symmetry, special inversion~r →−~r implies both E (−~r ) =−E (~r )

and P (−~r ) = −P (~r ). To satisfy the latter, even orders of electrical susceptibility must

vanish.

For anisotropic crystals, light can behave differently depending on its polarization, which

is also true for linear processes. This effect is called birefringence. In the linear regime, the
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6. Phase-matching considerations

electric susceptibility χ(1) can be written in matrix form as

χ(1) =


χ11 χ12 χ13

χ21 χ22 χ32

χ31 χ32 χ33

 . (6.1)

When a non-magnetic and transparent crystal is present, χ(1) is symmetric and its ele-

ments are real. [70] It is known from linear algebra that real and symmetric matrices are

diagonalizable so that a coordinate system can be found in which χ(1) reads

χ(1) =


χx 0 0

0 χy 0

0 0 χz

 . (6.2)

The diagonal elements χx , χy , and χz are the principal dielectric axes and can be expressed

as refractive indices, respectively:

n j =
√
χ j +1, j = x, y, z. (6.3)

For the following thoughts, it is convenient to investigate the analog matrix n instead of

χ(1):

n =


nx 0 0

0 ny 0

0 0 nz

 . (6.4)

Consider a crystal that is not isotropic but still retains some symmetry. Then, two of the

refractive indices can be equal, e.g. nx = ny 6= nz . This type of birefringence was applied in

this thesis and is termed uniaxial. The direction in which each polarization component

does not experience birefringence is the optic axis. The incident light beam and the optic

axis are spanning a plane. If a beam is polarized perpendicular to this plane, it is called

ordinary (o) and refracted with no. On the other hand, if the polarization lies in this plane,

it is an extraordinarily (e) beam with a refractive index ne. Typical nonlinear birefringent

crystals like BBO and potassium dideuterium phosphate (KDP) are negatively uniaxial,

i.e. ne < no. [71, 72] While no is independent of the beam propagation, ne is a function of

the phase-matching angle θ between the optic axis and the incident beam. They obey the

following relationship: [73]

ne (θ) = no

√
1+ tan2θ

1+ (no/ne) tan2θ
. (6.5)
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6.2 Broadband phase-matching

The different refraction indexes can be depicted as an index ellipsoid, see figure 6.1.

optic axis
no

ne

no

x

z
y

Figure 6.1: Index ellipsoid. A beam of light enters along the x-direction into a negative
uniaxial crystal. The unpolarized beam can be deconstructed into polarizations in
the xz- and x y-plane. They experience the refraction ne and no, respectively. The
optic axis is along the z-axis, such that the light polarized in the xz-plane is refracted
less (with ne < no).

In addition, no and ne are also wavelength dependent. They can be empirically described

by the Sellmaier equations. For a BBO crystal, these have the following form (λ in µm):

[74, 75]

n2
o (λ) = 2.7359+ 0.01878

λ2 −0.01822
−0.01354λ2, (6.6)

n2
e (λ) = 2.3753+ 0.01224

λ2 −0.0166
−0.01516λ2. (6.7)

6.2 Broadband phase-matching

Because of technical considerations that are discussed at the end of this chapter, the

fluorescence polarization was set to ordinary and the gate polarization to extraordinary,

cf. section 5.2. Considering equations 4.4, 6.5, 6.6, and 6.7 for the collinear case, the

phase-matching condition as well as the mismatch can be written in terms of refractive

indices:
no (λf)

λf
+ ne (θ)

λg
= no (λu,θ)

λu
, (6.8)

∆k = no (λu,θ)

λu
−

(
no (λf)

λf
+ ne (θ)

λg

)
. (6.9)

Because λg is, at least in the first approximation, a number, the refractive index ne is

wavelength-independent. In contrast, λf is an interval. As mentioned in chapter 4, the
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6. Phase-matching considerations

mixing process is optimal if ∆k = 0. However, this is only the case for a single wavelength

which is determined by a corresponding phase-matching angle. Because of strict phase-

matching, mostly a narrow band of wavelengths centered around λ(θ)
f is upconverted, as

for example in the selected references [76, 77, 78, 79]. Because the spectral evolution of

the PL contains ancillary information about the researched process, M. Maroncelli et al.

collected intensity traces Iu (τ) at different wavelengths by varying the phase-matching

angle. Then, they reconstructed the fluorescence spectrum. [80, 81] However, due to better

photometric accuracy, it is desirable to have a continuous emission spectrum for any delay

time.

Already in 1983, Barbara et al. succeeded in performing broadband fluorescence upcon-

version with a spectral width of 75 nm. [82] Since then, efforts have been undertaken by

several research groups to cover the entire emission range of the fluorophore. This has

been realized in different ways:

(i) T. Gustavson et al. rotated the NLO crystal at a constant velocity to realize

phase-matching for the entire spectral range. At the same time, they recorded

the signal by scanning the monochromator simultaneously with rotation.

[83, 84]

(ii) Research groups led by S. Haacke and M. Chergui also rotated the NLO crystal

at a constant speed but detected the signal in a spectrograph. [85, 86]

(iii) N. P. Ernsting et al. achieved concurrent phase-matching over a wide spectral

range without modifying the phase-matching angle. [87, 73]

Although implementations (i) and (ii) benefit from a less complicated experimental setup,

crystal rotation might introduce geometric instabilities that can affect measurement accu-

racy. Therefore, the “silver bullet” is method (iii), which benefits from superior background

suppression, signal-to-noise ratio (SNR), and a fixed geometry.

Therefore, method (iii) was chosen for this work. It is based on tolerance phase-matching.

Although the phase-matching conditions are not precisely met for all λf, energies with

a small deviation from perfect phase-matching are still upconverted. The upconversion

efficiency falls with increasing phase mismatch as [61]

η (∆k) = const. IgL2 sin2 (∆kL)

(∆kL)2 . (6.10)

32



6.2 Broadband phase-matching

The constant in the equation above is determined by the properties of the incident fluo-

rescence and gate radiation as well as by the susceptibility coefficients of the NLO crystal.

Equation 6.10 also shows that the upconversion efficiency can be improved by increasing

the gate pulse intensity Ig or crystal thickness L. A high gate intensity does not carry any

disadvantages; the limiting factor for increasing it is the damage threshold of the NLO

crystal. However, there is a disadvantage in raising the crystal thickness: The spectral

coverage decreases at the same time, cf. figure 6.2. Therefore, to retrieve a broad spectral

bandwidth, the crystal thickness should be decreased. Qualitatively, a decline in upconver-

sion efficiency with decreasing crystal thickness according to equation 6.10 was noticed

experimentally. However, a dramatic scaling with L2 has not been recognized. Depending

on the attributes of sample emission, certain compromises must be made in choosing the

NLO crystal, both in material and thickness.

norm. upconversion efficency

phase mismatch

Figure 6.2: Upconversion efficiency. The figure displays a comparison of the upcon-
version efficiency for different crystal thicknesses: A large thickness (blue) possesses
comprehensive maxima, but they descent quickly for a rising phase mismatch. A
reverse trend can be seen for smaller L (green).

Type I and II phase-matching

Inherently, upconversion is a polarization-selective process. In general, phase-matching

conditions cannot be satisfied if all three f, g, and u waves propagate as ordinary rays

in the crystal. However, if one or more of the rays propagate as extraordinary rays, the

phase-matching conditions can be satisfied.
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6. Phase-matching considerations

Therefore, depending on the polarization of the two input fields, two types of phase-

matching are distinguished for negative uniaxial crystals:

• Type I: o+o → e

Two ordinary beams are mixed, resulting in an extraordinary beam. Here, the experi-

mental FLUPS geometry is comparatively simple and has higher efficiency, but is

also more strict compared to type II phase-matching. Therefore, type I is mostly used

for monochromatic upconversion implementations. The optimal phase-matching

angle for type I can be solved analytically.

• Type II: e+o → e

In this phase-matching type, an ordinary and an extraordinary input produce an

extraordinary signal wave. This constellation allows phase-matching over a wider

frequency range compared to type I and is thus used in this work. The optimal

phase-matching angle for type II must be determined numerically.

In conclusion, broadband tolerance phase-matching of type II represents the superior,

but also the most ambitious approach to upconvert fluorophore emission. The appropri-

ate NLO crystal and optimal geometrical conditions for such a spectrometer have been

scrutinized and fine-tuned for over 20 years in the group of N. P. Ernsting.

6.3 Measurement modes

U NTIL now, only an adjustment of the phase-matching angle was evaluated. This al-

lows selecting the central wavelength1 around which tolerance phase-matching is

performed. However, in addition to a fixed phase-matching angle, the orientations of the

crystal ϕ must also be optimized. This is done by rotating around the surface normal.

M. Gerecke et al. showed in a novel publication that two crystal orientations ϕ exist for

which effective upconversion occurs. [88] These two different phase-matching configura-

tions correspond to two measurement modes that the authors termed case A and case B.

They also addressed how to identify these two local optima.

Besides upconversion, other nonlinear processes can also arise in the BBO, for instance

second-harmonic generation (SHG) or third-harmonic generation (THG) of the gate. The

1The central wavelength is the wavelength of maximum emission.
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6.3 Measurement modes

scattered light of the second harmonic is visible (∼670 nm) and its intensity is proportional

I 2
g . If one of the two optimal crystal orientations is approached during rotation, the

intensity of scattered gate light passes through a minimum as the gate intensity depletes

due to upconversion. How the minimum is reached is unique for the measurement modes.

In case A, the minimum is very sharp, while the scattered gate light is bright close to the

minimum. By contrast, case B shows a broad minimum and low second-harmonic gate

intensity for slight angular discrepancy.

Now the question arises of how the two measuring modes are distinct from each other.

Experimentally, the following is found:

Case A is characterized by a superior efficiency with a factor of three to five, while case B has

a wider phase-matching bandwidth.

To elucidate the differences in efficiency between the measurement modes, M. Gerecke et

al. additionally inspected their phase-matching behavior [88]. Their results are summa-

rized in figure 6.3. The upper channel (figure 6.3a) presents the interaction geometry in

cases A and B. In both instances, the fluorescence and gate pulses encounter the BBO with

the external interaction angle

α′ = δ′f −δ′g. (6.11)

Here, δ′ is the external incidence angle of the pulse with respect to the surface normal. By

Snellius’ law of refraction, the external angles are transformed to internal angles when

they encounter the BBO:

sinδ′f = no (λf)sinδf, (6.12)

sinδ′g = ne
(
λg,θ

)
sinδg. (6.13)

The z-axis of the internal coordinate system is along the optic axis and is considered to be

positive in the direction of the escaping beams. The wave vectors of the fluorescence, gate,

and upconverted signal span internal angles θf, θg, and θu with the optic axis.

The authors confirmed numerically that for the interaction geometry displayed in the

schematic, the dispersion in phase-mismatch ∆k =
∣∣∣~ku −

(
~kf +~kg

)∣∣∣ is pronounced for case

A. Consequently, small deviations from perfect phase-matching promptly display a lower

efficiency. In contrast, case B exhibits a significantly lower dispersion and therefore holds

larger spectral coverage.
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6. Phase-matching considerations

To understand the discrepancy in efficiency, figure 6.3b is considered. It presents the

differences in phase-matching between the two cases. Both the internal angles and the

corresponding wave vectors are depicted on polar graphs. The dashed gray line indicates

perfect phase-matching. It becomes apparent that θg and θu are smaller in case A than in

case B. This allows distinguishing their phase-matching behavior. Due to angular disper-

sion, the fluorescence light is focused in the shape of a cone into the BBO. Consequently,

there also exist fluorescence vectors (green) with detuned internal angles θf. They lie on a

circle apart from the central angle θc
f . The zoom into the circle’s intersection demonstrates

that detuned upconversion vectors (blue) lie in proximity to the optimal solution in case A.

However, tolerance phase-matching is quickly lost in case B. This means that case A holds

higher angular acceptance of the incident fluorescence radiation, i.e. more photons of the

fluorescence cone are upconverted. This explains the superior efficiency in case A.

case B

z

θg

(a)

(b)

case A

z

δ'δg

δ'δf

α α

θcθf

θg

θcθu

z

θcθf

θcθu

z

δ'δg

δ'δf

Δk=0

Δk=0

Figure 6.3: Theoretical comparison of cases A and B. (a) Interaction geometry in
cases A and B. They can be distinguished by the order in which the wave vectors
form internal angles with the optic axis; (b) Wave vector components in a polar
representation. Different internal angles for cases A and B yield distinctive phase-
matching features. The purple shading in the boxes highlights the departure from
perfect phase-matching. The figure is adopted from reference [88].
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7 CHAPTER

Photometric Correction

This chapter introduces the photometric correction that is a necessary step in data analysis

to address the instrumental bias. Photometric correction is especially important for CCD

detection systems because the sensitivity of these devices is typically wavelength-dependent.

The focus is on the mathematical principles of the correction procedure, experimental results

are presented in the next chapter.

A S mentioned in section 5.2, the upconverted signal is a count distribution s as a function

of pixels p at the CCD camera

s
(
p

)= ∂σ

∂p
, (7.1)

where σ is the total number of signal counts. Each pixel corresponds to a wavelength

according to the following relationship:

λu = 0.122 ·p +303.047. (7.2)

However, the transient count distribution gathered at the detector does not correspond

to the "true" upconverted fluorescence spectrum f . [89] The main reason for this is the

wavelength-dependence of the upconversion process, cf. equation 6.10. This bias is

mathematically captured by the instrument response function (IRF) :

s (λu) = f (λu) · IRF(λu) . (7.3)

Figure 7.1 exemplifies how the IRF can distort the detected photon distribution.
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7. Photometric Correction

"t
ru

e"
 P

L 
f

IR
F

sp
ec

tr
um

 s
 

wavelength

Figure 7.1: Instrument response function. The “true” fluorescence spectrum f (blue)
is distorted by the IRF (orange) during acquisition, resulting in the measured spec-
trum s (green).

That is why the measured spectrum s (λu) must be photometrically corrected. A cor-

rection function c (λu) ∝ IRF−1 (λu) is sought which yields the legitimate upconverted

fluorescence spectrum f (λu) upon pointwise multiplication:

f (λu) ∝ c (λu) · s (λu) . (7.4)

How can c (λu) be obtained? The method described by N. P. Ernsting’s group in 2011

was adopted for this purpose [32]: Consider a FLUPS experiment with a standard dye

such as C153. The fluorescence spectrum f (ν̃f) can be calculated in silico as a sum of

four-parametric lognormal functions

f (ν̃f) =
∑
j=1

logn j (ν̃f) (7.5)

with

logn j (ν̃f) = a j exp

− ln2

γ j ln
[

1+2γ j
(
ν̃f − ν̃0, j

)
∆−1

j

]
γ j


 . (7.6)

Here, a is the amplitude, ν̃0 the peak wavenumber, ∆ the bandwidth, and γ the asymmetry.

As an example, the fitting parameters for C153 in acetonitrile are summarized in table 7.1.

[88] For further calculations, f (ν̃f) was normalized.
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Table 7.1: Lognormal parameters from equation 7.6 for C153 in acetonitrile. Only
two lognormal functions are required.

amplitude a peak wavenumber ν̃0 [cm−1] bandwidth ∆ [cm−1] asymmetry γ

0.9333 18803 3287 −0.2771
0.1206 19589 1339 −0.0760

Next, the fluorescence photons are transformed into an equivalent distribution of upcon-

verted photons with ν̃u = ν̃f + ν̃g. To compare the calculated spectrum with the experi-

mental one, the former is converted into units of wavelength or pixels, respectively. From

conservation of energy follows: [90, 91]

f (λu) dλu = f (ν̃u) dν̃u, (7.7)

⇔ f (λu) = f (ν̃u)
∂ν̃u

∂λu
= f (ν̃u)λ−2

u . (7.8)

Now the correction function can be derived using equation 7.4. Finally, a polynomial fit

provides the smooth correction function c̄ (λu).

For initial measurements in chapter 8, C153 is the sample under investigation. However,

there are fluorophores or materials where the emission spectrum cannot be obtained

in silico. Then, an appropriate standard dye solution must be prepared for which the

stationary distribution can be calculated as described in this chapter. This dye solution

must cover the entire spectral range of the sample emission. If the emission is broad, the

spectral range can be covered by combining several standard dye solutions.
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8 CHAPTER

Characterization of the setup

This chapter presents FLUPS measurements of C153 in acetonitrile. First, steady-state spec- 8.1 Spectroscopy of C153 in

acetonitrile

8.2 Femtosecond dynamics

of C153

tral features of the system are discussed. Then, upconversion of the fluorescence is performed

and it is shown that the photometric correction is necessary to retrieve the legitimate emis-

sion spectra. Furthermore, the high stability of the correction is verified. The second section

describes the solvation dynamics of C153, revealing a distinctive TDSS. The transient spectra

are fitted and the spectral evolution is quantified, showing satisfactory agreement with the

literature.

8.1 Spectroscopy of C153 in acetonitrile

Because FLUPS is a highly sensitive experiment with various sources of error, its perfor-

mance must first be confirmed before unknown systems can be investigated. Therefore,

first measurements with C153 in the polar solvent acetonitrile were performed. If the

FLUPS setup operates, then the TDSS of C153 assessed in the literature should be detected.

For the subsequent investigations, a solution of C153 in acetonitrile was prepared with an

optical density OD400 nm ≈ 1.0.

Steady-state spectroscopy

The steady-state absorption and fluorescence spectra of C153 in acetonitrile are shown

in figure 8.1. In polar solvents, the peaks are fairly featureless as the vibrionic structure

is lost. [29] The spectral characteristics of C153 perfectly match the experimental design
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8. Characterization of the setup

of the setup: The local absorption peak (purple) is close to 400 nm and therefore C153

absorbs a large part of the pump energy. In addition, the emission (green) is between

450 nm and 670 nm and thereby within the wavelength range of 425 nm to 750 nm that

can be efficiently upconverted. Consequently, C153 is ideally suited to characterize the

functionality of the implemented FLUPS.

upconvertable 
region

Figure 8.1: Absorption and emission of C153 in acetonitrile. The steady-state spectra
behave like image and mirror image. The emission range covered by FLUPS is shaded
in gray.

Time-resolved spectroscopy

To perform the upconversion, ∼400 nJ pump and ∼200 µJ gate pulses were used. Then,

transient spectra from−2 up to 10 ps around t0 := 0 fs were recorded in 50 fs steps. Through-

out the experiments, the exposure time of the CCD camera has been 1 s.

Raw upconversion spectra are recorded as a function of horizontal CCD pixel or wavenum-

ber with an instrumental bias. To rectify the bias, the photometric correction is performed

as outlined in chapter 7. Figure 8.2 displays the four major steps of the procedure. First, the

unbiased spectrum is generated in silico (figure 8.2a). The corresponding fitting data are

given as a function of wavenumbers, cf. table 7.1. After the transition to a wavelength scale,

the calculated spectrum is upconverted (figure 8.2b). Then, the upconverted fluorescence

spectra are included as a function of wavelength. A comparison of the unbiased spectrum

(orange) and the experimental one (blue) shows a clear deviation of the peak position and
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8.1 Spectroscopy of C153 in acetonitrile

shape (figure 8.2c). This is why inaccurate results are retrieved without performing the

photometric correction. Finally, the correction function can be derived (figure 8.2d). All

transient spectra are multiplied with this function.

1e 3
Jacobian transform.

Σ lognorm
upconversion

(a)

(c) (d)

(b)

Figure 8.2: Photometric correction I. First, the fluorescence response of the sample is
described by a sum of lognormal functions using a wavenumber scale (black). Next,
the count distribution is upconverted (orange) and compared to the count distribu-
tion that carries an instrumental bias. The correction function (green) eliminates
this bias upon multiplication with the collected spectra.

A comparison of the transient and photometrically corrected spectra is given in figure 8.3:

The left panel shows the temporal evolution of the spectra before photometric correction,

the right graph afterward. The color bar indicates the normalized count values, where

blue corresponds to positive and red to negative count values. The negative values are due

to the background correction and intensity fluctuations of the gate. It becomes evident

that the photometric correction leads to a significant blue shift of the upconverted spectra.

This reveals the inferior FLUPS performance on the "blue side". While the uncorrected

traces do not reveal a notable peak shift, a distinct redshift in the first picosecond can be

witnessed for the corrected measurement.
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8. Characterization of the setup
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Figure 8.3: Photometric Correction II. Upconverted fluorescence spectra of C153
in acetonitrile as a function of time delay. On the left are raw and on the right
photometrically corrected spectra. The red dashed line illustrates the emission peak
of the uncorrected spectra that is approximately constant in time.

As discussed, the objective of the photometric correction is to retrieve the unbiased up-

converted fluorescence spectra f (λu). As a consequence, they should only be dependent

on the sample and independent of the IRF. To verify this, the phase-matching angle and

thus the IRF was changed and the corresponding transients s (λu) were detected. In figure

8.3, optimal phase-matching was applied. Here, the optimal phase-matching angle θopt is

defined by a maximum peak height of s (λu). If the photometric correction fulfills its pur-

pose, then the corrected spectra must be similar for different angles θopt±∆θ as long as∆θ

is small. Figure 8.4 summarizes the results: In the upper panel, it becomes apparent that

the time evolution of the uncorrected spectra s (λu) differs for particular phase-matching

angles, as anticipated. The lower panel depicts the photometrically corrected traces f (λu).

These are almost identical (except for the intensity) which confirms the high stability of

the procedure.
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8.2 Femtosecond dynamics of C153
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Figure 8.4: Photometric Correction III. Upconverted fluorescence spectra of C153 in
acetonitrile are depicted as a function of time delay. The upper panel shows the raw
evolution with one degree increase or decrease of the phase-matching angle. The
lower panel shows the photometrically corrected spectra from the top. Again, the red
dashed lines mark the emission peak of the uncorrected spectra.

8.2 Femtosecond dynamics of C153

T RANSIENT, photometrically corrected fluorescence spectra at several delay times be-

tween the threshold t0 and t∞ spectra are given in figure 8.5. Here, the steady-state t∞
spectrum corresponds to the long-term average emission spectrum which is also accessi-
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8. Characterization of the setup

ble by conventional fluorescence spectroscopy. Because the sampling of 50 fs is higher

than a time resolution of ∼400 fs, the transient spectra are averaged using three traces

around the specified time delay in the legend. The t∞ spectrum was obtained by averaging

transient spectra from 8 to 10 ps. This is reasonable because the emission peak is reported

to transition to the steady-state state within ∼6 ps after excitation. [32] The intensity of the

transient spectra is normalized to the steady-state intensity. Note that the following spectra

are plotted at upconverted (lower) wavelengths. In the literature, these are sometimes

presented without the energy of the gate, i.e. at their natural emission wavelength.

Particularly noticeable in figure 8.5 is a distinct, time-dependent redshift of the transient

spectra. It occurs at an ultrafast timescale that is nearly complete after 1 ps. Furthermore,

a modification of the spectral intensity and shape, e.g., width and asymmetry, can be

detected during the early time evolution.
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Figure 8.5: FLUPS spectra of C153. Evolution of the upconverted and photometrically
corrected fluorescence spectra of C153 in acetonitrile at selected time delays.

To quantify the spectral response, each transient spectrum was fitted with a single four-

parameter lognormal distribution according to equation 7.6. Therefore, the lineshape is

defined by the peak wavenumber ν̃0, the bandwidth ∆, and the asymmetry parameter

γ. Siano and Metzler empirically confirmed that these functions are a good analytical

description of smooth absorption [92]. Later, studies showed that this approach can

be generalized to emission. However, the lognormal approximation of the fluorescence

spectra is typically used as a convenient analytical description. Whether it contains any

physical meaning is generally not revealed. [93]
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8.2 Femtosecond dynamics of C153

The development of the four parameters within the first 10 ps is depicted in figure 8.6 (next

page).

Figure 8.6a reveals the rapid evolution of the peak wave number, which proceeds on a

timescale of < 100 fs. Therefore, the dynamics cannot be fully resolved with the available

time resolution. The width parameter from figure 8.6b reveals peak narrowing after excita-

tion that occurs on a much smaller timescale. Figure 8.6c depicts a rapid decrease of the

asymmetry parameter, analogous to the peak shift.

Overall, the evolution of the parameters in figure 8.6 exhibits at least biexponential behav-

ior with two components: An ultrafast component with < 2 ps and a slower component

of the order of tens of picoseconds. The ultrafast component can be attributed to the

solvation dynamics and represents a TDSS. This dynamical peak shift corresponds to the

rapid redshift from figure 8.6a. Interestingly, the dynamics of the asymmetry parameter

seem to follow that of the peak shift, but the reason for this behavior is unclear. [73]

The evolution of the width parameter contains the larger time component that can be

rationalized by cooling dynamics. Most likely, the decay is due to the thermalization of

vibrations. [94, 95]

Figures 8.6b and 8.6c demonstrate that the transient spectra become narrower and slightly

more symmetric with increasing time delay. These observations are also in agreement

with the literature. [73]

For a numerical comparison, the TDSS is an excellent benchmark. It is calculated from the

threshold spectra using ν̃0 (t0)−ν̃0 (t∞) and amounts to ∼1600cm−1. This value also agrees

well with the value of ∼1700 cm−1 obtained by N. P. Ernsting‘s group. [73] The discrepancy

can be explained by their higher time resolution. They accomplished it by implementing a

pulse tilt of the gate; their proceeding is discussed in the appendix A11.

The averaging of initial shifts in the present work likely leads to a slight underestimation of

the TDSS. This hypothesis is consistent with the results of Maroncelli et al. who acquired a

shift of ∼1450 cm−1 with an inferior time resolution of ∼500 fs.1 [96]

1Note that no FLUPS, but a Kerr shutter setup was employed.
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Figure 8.6: Evolution of lognormal parameters. Time-dependent parameters ex-
tracted from the spectral response of C153 in acetonitrile. A single lognormal func-
tion was used for fitting. It is consistent with a non-infinitesimal time resolution that
the evolution of the lognormal parameters precedes time zero.
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8.2 Femtosecond dynamics of C153

Conclusions

In this chapter, the newly installed FLUPS setup was characterized by measuring tran-

sient spectra of the known dye C153 in the subpicosecond regime. The spectra were not

reconstructed using monochromatic measurements but recorded directly in a broadband

fashion using tolerance phase-matching. Therefore, the photometric correction reported

in the literature was carried out. It was not only shown that the correction procedure is

necessary to obtain the true spectral response, but also that it is highly stable. Finally,

the present setup was commissioned to reproduce the literature results concerning the

spectral dynamics of C153. In summary, the functionality of the present setup has been

proven such that it can be used to study other, less-studied systems.
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9 CHAPTER

Characterization of the measurement

modes

This chapter presents a complete characterization of the measurement modes called cases A 9.1 Comparison of cases A

and B

9.2 Synthetic aperture radar

approach

and B. In the first section, C153 spectra and efficiency curves from the photometric correction

are considered for both cases. Based on these, it is demonstrated that case A has a higher

upconversion efficiency, whereas case B has better spectral coverage. The second section

introduces a new data analysis strategy to retrieve in silico broadening of the spectral

coverage. It is applied to case A and the results are compared with the conventional case B

spectra. Finally, potential applications of this approach are discussed.

9.1 Comparison of cases A and B

I N the preceding chapter, only the measurement mode with the name case A was ap-

plied. To understand and characterize both measurement modes, a series of analyzes

was performed. Mutual agreement with the literature allows further conclusions on the

operability of the FLUPS setup.

Transient upconversion spectra for cases A and B were acquired and photometric correc-

tions were performed. The correction functions are calculated as described in chapter 7.

Note that the transient spectra are not multiplied with the correction function as in chapter

8 because this would cause the loss of the peculiar features of cases A and B. Smoothened

correction functions were used to calculate the upconversion efficiency η= 1/c as a func-

tion of wavelength. For this, a sample of C153 with OD400 nm = 1.5 was prepared and

53



9. Characterization of the measurement modes

steady-state t∞ spectra were recorded. At this stage of work, ∼100 µJ instead of ∼200 µJ

gate pulses and 0.5 s instead of 1 s exposure time were used. Therefore, the obtained count

numbers are lower than those of chapter 8; other parameters were kept constant.

A comparison of the uncorrected t∞ upconversion spectra is given in figure 9.1. The

optimal phase-matching angle θopt was ∼106° for case A and ∼110° for case B.

On the top left, figure 7a presents the absolute signal captured in cases A (blue) and B

(orange). Most strikingly, the count number at the peak is about three times higher in case

A. The top right panel 7b displays the identical spectra but with normalized counts. It

becomes apparent that the flanks of the peak exhibit more counts in case B, suggesting

a broader spectral coverage. A quantitative analysis of the spectral coverage is given in

figure 7c that shows a comparison of the normalized efficiency for both cases. While case A

embraces a sharp maximum at ∼390 nm and shows strong dispersion, case B demonstrates

consistently high efficiency from 400 nm to 420 nm and comparatively low dispersion.

However, both cases possess a weak performance "in the blue" that was already noted in

chapter 8. In toto, the collected spectra and efficiency curves are qualitatively consistent

with section 6.3, stating that case A is characterized by significantly increased efficiency

at the cost of some spectral coverage compared to case B. Furthermore, quantitative

coherence with the literature that is reporting an efficiency three to five times higher in

case A can be concluded.
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9.1 Comparison of cases A and B

no
rm

. e
ffi

ci
en

cy
 [a

.u
.]

wavelength [nm]

counts [a.u.] norm. counts [a.u.]

(a)

(c)

(b)

Figure 9.1: Experimental comparison of case A and case B. (a) Steady-state t∞ spectra
and (b) normalized t∞ spectra as a function of wavelength; (c) Normalized upconver-
sion efficiency η as a function of wavelength.

To fully characterize both measurement modes, it is indispensable to address their de-

pendence on phase-matching angles. For this, the BBO was detuned by two degrees to

the left and the right twice, respectively. The corresponding upconversion efficiencies

η (θ) for the detuned angles were normalized and are depicted in figure 9.2. Note that

the normalization is necessary for a reasonable comparison of the efficiency curves; their

absolute magnitude decreases for larger detuning. Moreover, it can be noticed that the

efficiency curves might diverge at particularly high or low wavelengths. This is due to an

artifact in the calculation of the correction function and implies that the signal ends there.

In figures 9.2a and 9.2b (bottom panel; case B), five efficiency curves are presented, re-

spectively. The blue curve conveys the optimal phase-matching instance that has already

been considered in figure 9.1. Contrarily, the orange curves were recorded at lower and

the green ones at higher phase-matching angles. It becomes evident that crystal rotation
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9. Characterization of the measurement modes

towards smaller phase-matching angles increases the relative upconversion efficiency

at smaller wavelengths, whereas a decline for larger wavelengths is observed simultane-

ously. A reverse effect can be witnessed for larger phase-matching angles. This behavior

is expected because the phase-matching angle modifies the refractive index of the ex-

traordinarily polarized gate. According to section 6.2, another fluorescence wavelength is

now optimally upconverted and thus becomes the new central wavelength around which

tolerance phase-matching is performed.

The comparison of the upper and lower panel illustrates that case A is significantly more

responsive to detuned phase-matching angles, whereas case B remains approximately

invariant to minor crystal rotation. This is because the dispersion in phase-mismatch is

larger in case A (cf. section 6.3), and consequently it responds more sensitive to a variation

in the central fluorescence wavelength. Therefore, the results are in line with the notion

that case B has larger spectral coverage and shows lower dispersion.
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Figure 9.2: Efficiency curves η (θ) for cases A and B. Upconversion efficiency measured
in (a) case A and (b) case B for different phase-matching angles.
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9.2 Synthetic aperture radar approach

Now, which of the measurement modes proves to be more valuable? This depends on the

spectral particularities of the sample under investigation. For example, case A proves to

be more useful for C153. Although the uncorrected spectra are narrower in case A, the

lack of phase-matching bandwidth is compensated for by the photometric correction.

However, for fluorescence of larger spectral widths, case A might fail to detect wavelengths

at the peak edges. Such a situation is discussed in reference [97] using the molecule E-4-

Dimethylamino-4’-nitrostilben (DANS). If the sample fluorescence is so broad that not all

wavelengths can be effectively upconverted, a fix cannot be provided by the photometric

correction. In this instance, case B could provide sufficient spectral coverage at the cost of

signal intensity.

9.2 Synthetic aperture radar approach

I S it obligatory to use case B for broadening the spectral coverage? Indeed, it is also possi-

ble to reduce the crystal thickness, but the broadening effect is small and is accompanied

by a non-negligible loss of efficiency. Another possibility based on data engineering is

available for this purpose. It was orally proposed by N. P. Ernsting and involves taking a

given series of transient scans as a measurement matrix M = (mιv ) with the wavelength

index ι and time index v . The rows of M correspond to the transient spectra and the

columns specify the different time traces.

As discussed, the upconversion efficiency is a function of the phase-matching angle.

However, the true spectrum is not dependent on the instrumental bias, including the

phase-matching angle. Therefore, the corresponding angle matrices M (θ) essentially

contain similar information, just viewed from different phase-matching angles. This

“viewing angle” is compensated for in the photometric correction, cf. chapter 7. Instead

of looking at the angular matrices individually, the various angular aspects can also be

combined into a single picture by using a "synthetic aperture radar" (SAR) like approach.

The SAR method is a data processing technique that is typically used in radar systems

to resolve small objects on the ground. Its operating principle is outlined in figure 9.3a.

Generally, the smaller the radar aperture, the longer is the corresponding radar antenna.

This leads to an improved resolution. The length of the antennas is usually around five

meters, but with the help of SAR, synthetic antenna lengths of up to 15 km can be achieved.

For a synthesis, the antenna is moved past the ground objects, e.g. along the satellite’s

flight path, while transmitting pulses and receiving their echoes at regular intervals. In a

57



9. Characterization of the measurement modes

simplified picture, the echo signals are lined up along a trajectory so that they represent a

single, large antenna. [98]

This concept can also be applied to FLUPS. Figure 9.3b shows how the upconverted PL

spectra can be summed in the same manner for different phase-matching angles. For a

fixed phase-matching angle, the correction function (here given by a parabola) specifies

the phase-matching bandwidth. It might be insufficient to cover the entire spectral range.

In such a scenario, the photometric can no longer compensate for a lack of phase-matching

width. However, narrow spectral bandwidths originating from different phase-matching

angles can be linked to receive a “synthetic phase-matching bandwidth”.

(a) (b)
measured

"true"
response

Figure 9.3: Concept behind the SAR method. (a) The synthetic aperture is artificially
extended by lining up the antenna trail during radar translation; (b) If the phase-
matching of a single angular matrix does not cover the whole spectral response,
different ones can be combined. The result benefits from all phase-matching angles.

Referring to the angular matrices, the SAR approach is mathematically equivalent to the

sum over all angular matrices with relative weights q j :

M SAR = 1

J

J∑
j=1

q j M(θ j ). (9.1)
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9.2 Synthetic aperture radar approach

Application and discussion of SAR to FLUPS

To construct the angular matrices, the uncorrected steady-state t∞ spectra from the previ-

ous section 9.1 were used. There were detected at five different angles, yielding five angular

matrices. Then, the SAR matrix was constructed with equal coefficients, i.e. the mean of

the angular matrices was calculated:

M SAR = 0.2
5∑

j=1
M(θ j ). (9.2)

This choice of coefficients has proven to be particularly effective, both because of its

simplicity and ideal noise reduction.1 The construction of the SAR matrix for case A is

exemplified in figure 9.4. The graphic depicts an averaged section of the rows, representing

the respective t∞ spectra, of each angle matrix (blue) and the resulting SAR matrix (orange).

It becomes evident that the SAR spectrum has a lower peak intensity but benefits from

the contributions of the detuned angular matrices at the fringes. Therefore, an increase in

spectral coverage by SAR treatment is demonstrated.

Figure 9.4: Construction of the SAR spectrum. The steady-state t∞ SAR spectrum (or-
ange, highlighted) is constructed by averaging the five respective t∞ spectra obtained
at different angles (blue).

1The averaging of ngular matrices corresponds to the integration over random noise, which obeys stochastic
laws. The probabilities for the occurrence of a noise pattern per spectrum are equal, meaning that unequal
coefficients will bias for a pattern.
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9. Characterization of the measurement modes

Now the question arises of how large the broadening of the spectral coverage is and how

severe the drop in intensity is after SAR treatment. For this purpose, a comparison of

case A, case B, and the SAR treated case A, henceforth abbreviated SAR A, was performed.

The results are summarized in figure 9.5. Note that the spectral coverage for the transient

spectra is already maximized. This is because the use of a thinner crystal, which causes a

wider phase-matching angle, does not broaden the spectral response in case B.

Figures 9.5a and 9.5b each display the normalized t∞ spectrum (blue) as well as the up-

conversion efficiency (orange) for case A and SAR A. Both figures include the t∞ spectrum

measured in case B (gray) as well. Figure 9.5a illustrates the superior spectral coverage in

case B that was already confirmed. A noticeable finding in figure 9.5b is that the spectra

in case B and SAR A are almost identical, indicating that a significant broadening of the

spectral coverage has been achieved using the SAR method. The comparatively good

performance at the peak edges can also be perceived by the high normalized upconver-

sion efficiency, which does not fall below a value of 1/3. The absolute signal intensity is

addressed in figure 9.5c. It provides a comparison of the absolute t∞ spectra obtained

employing SAR A and case B. Apparently, the signal peak of the SAR A spectrum contains

> 30% more counts. Finally, figure 9.5d provides a direct comparison of the upconversion

efficiencies in cases A, B, and SAR A. Interestingly, the SAR A efficiency curve approximates

the one obtained in case B with very good agreement. This shows that SAR A successfully

emulates the spectral coverage of case B. In toto, it can be deduced that SAR A delivers a

better signal intensity than case B, while providing the same spectral coverage.
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9.2 Synthetic aperture radar approach

(a)

(c) (d)

(b)

case A

case B case B

SAR A

Figure 9.5: Conventional cases compared to SAR A. Normalized counts (blue) and
upconversion efficiency (orange) in (a) case A and (b) SAR A, respectively. The
normalized counts in case B are displayed in gray in both panels; (c) Absolute counts
in SAR A and case B; (d) Normalized upconversion efficiency attained for cases A, B,
and SAR A.

Recall that C153 displays identical normalized transient spectra for cases A and B after

photometric correction, which emphasizes the high stability of this method described in

chapter 8. Therefore, SAR treatment is not recommended for this fluorophore because

suboptimal angular matrices θ 6= θopt negatively affect the signal strength without spectral

coverage benefits. Nonetheless, this section demonstrated the potential value of alternative

data processing. Indeed, the spectral response of other samples might not be fully covered

after photometric correction in case A but in case B. In such instances, the SAR approach

is superior.
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Conclusions

To summarize, the two measurement modes cases A and B have been compared in this

chapter. It was experimentally confirmed that case A has a higher upconversion efficiency,

whereas case B has better spectral coverage. The experimental results show excellent

agreement with previous studies of Gerecke et al. Hence, the characterization of the

FLUPS setup from the previous chapter has been expanded and can now be considered

exhaustive. Furthermore, an alternative data analysis approach was transferred from the

context of radar systems to time-resolved fluorescence for the first time. This approach

was shown to improve the signal intensity while maintaining spectral coverage. Therefore,

these findings have implications for future experiments dealing with broad emission

responses.
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10 CHAPTER

Towards upconversion of TMDC MLs

This chapter outlines the first important steps necessary to upconvert the emission from 10.1 FLUPS of solid samples

10.2 Depletion spectroscopyTMDC monolayers. First, the steps necessary to complete the transition from the C153

solution to WS2 MLs are outlined. In particular, the new spectral properties pose a challenge

that is addressed. Second, depletion spectra are used as strong evidence that the FLUPS

setup is indeed able to upconvert the emission of 2D WS2. Sources of the signal strength

issue, preventing measurement of regular FLUPS spectra, are discussed.

10.1 From liquid to solid samples

O PTICALLY generated excitons in 2D TMDCs are an ideal system for exploring the novel

properties of this material class. To date, research on their emission has mostly em-

ployed spectroscopy tools that can monitor their picosecond dynamics. With the fully

characterized and operational FLUPS, first steps have been taken to investigate the bright

decay of a TMDC sample on the femtosecond timescale. Because WS2 has the highest

quantum yield of the group IV TMDCs, it was chosen for subsequent investigations. For

this, WS2 MLs deposited on Si/SiO2 were used. However, before the actual conversion

experiment can be started, it is necessary to carry out some preparatory steps.

Preparatory steps

First, a dye is needed that covers a similar emission range as the WS2 sample. A suitable

candidate for this is DCM which was prepared as a solution in acetonitrile of optical density

63



10. Towards upconversion of TMDC MLs

OD400 nm ≈ 0.6. A comparison of the normalized steady-state WS2 and DCM emission

spectra is given in figure 10.1a. The PL measurement of WS2 was provided by B. T. Bonkano,

who is a Ph.D. student in the electron dynamiX group. The spectral response of DCM

was obtained by averaging FLUPS measurements in case A at steady-state time delays.

Because the spectral response of WS2 is narrow, the choice of case A is well justified. The

emission peaks of both compounds lie near each other, while the spectral response of

DCM is significantly higher.

Subsequently, the photometric correction was performed using the DCM solution. The

conversion efficiency η= 1/c was calculated as described in chapter 7 and is plotted in

figure 10.1b (green). Furthermore, the figure depicts the in silico upconverted steady-state

WS2 emission again. This demonstrates that the entire WS2 emission range should be well

covered by the correction function. Advantageously, the upconversion efficiency is at its

maximum close to the emission peak. Therefore, the photometric correction is sufficiently

prepared.

1e 4

in silico upconversion

(a)

(b)

Figure 10.1: Comparison of WS2 and DCM steady-state emission. (a) The peak of WS2

at 627 nm almost overlaps with that of DCM at 629 nm; (b) The correction function
covers the entire PL (upconverted representation) of the WS2 sample.
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10.1 From liquid to solid samples

Second, when working with MLs, two major drawbacks arise compared to liquid samples,

which also have to be addressed. On the one hand, the damage threshold in solid samples

decreases compared to those in liquid samples. This is because the atoms are in a rigid

lattice, they cannot circulate as in molecules and are therefore exposed to constant and

intense laser radiation. On the other hand, the number of atoms in MLs is very low, such

that the absorbance (and thus the PL) is also low. This corresponds to a small molecular

concentration that is roughly two orders of magnitude below the concentration where

quenching effects will occur, cf. section 2.1.

To simulate these demanding conditions, the pump intensity was reduced to about 2% of

the previous measurements, which is just below the damage threshold of the WS2 MLs.

Then a DCM mixture with optical density OD400 nm ≈ 0.07 was prepared because at this

concentration the solution has similar absorbance as the WS2 sample. [99] The FLUPS

signal was optimized again under the new circumstances. If all optics are aligned carefully,

a weak but still recognizable signal can be received. Therefore it was shown that a signal

can be detected even at very low pump intensities and the absorption level of 2D WS2, at

least for DCM.

Third, the altered emission properties pose a potential difficulty. Although TMDC MLs

have a significantly higher quantum yield than the bulk [100], it is usually still < 1% due

to defects. [101, 102] In contrast, laser dyes generally have a high quantum efficiency.

For instance, the quantum yield of C153 amounts to QC153 = 54.4 %. [103] However, not

the quantum yield, but the detected photons per time interval are measured at the CCD

camera. While a large quantum yield favors a high number of emitted photons, a short

radiative lifetime is needed to produce a high “photon density" in the time domain. Fortu-

nately, as discussed in chapter 3, a tiny radiative lifetime of < 1 ps are predicted in TMDC

MLs. This is four orders of magnitude smaller than in standard dyes that typically have

decay times of Tn ≈ 10 ns. Therefore, WS2 samples are in theory well compatible with

FLUPS, despite the small quantum yield. [20]

Finally, another challenge is the excitation wavelength. Usually, Vavilov’s rule from chapter

2 is widely applicable for fluorescent samples. It states that the fluorescence quantum

yield of a fluorophore is independent of the excitation wavelength. However, a publication

around the research group of T. F. Heinz showed that this rule is not fulfilled by WS2 MLs

due to competing relaxation channels. [104] At the excitation wavelength of ∼400 nm that

is used in this setup, the quantum yield is < 10% of the yield obtained close to resonant

excitation (∼600 nm). Whether a perfectly resonant excitation at ∼626 nm delivers even

higher quantum yields remains open in reference [104]. This problem can be solved
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10. Towards upconversion of TMDC MLs

through changing the excitation wavelength by modifying the optical setup. However, this

reconstruction was outside the scope of this work. Given the study design, a significant

loss of the achievable signal strength was inevitable. Additional information on estimating

the signal strength can be found in appendix B11.

From liquid to solid samples

To move from liquid to solid samples, the DCM solution was replaced by WS2 and the laser

focus was adjusted by z-translation (the z-direction is the surface normal) of the sample

holder. Note that the WS2 sample is not homogeneous but single ML flakes are distributed

on the substrate, see figure 10.2a. Through x and y-translation of the sample holder, the

laser focus moves on the substrate. In contrast to DCM, the PL is not visible, so a camera

was installed. At high exposure and integration time, weak emission of the MLs can be

found when the sample holder is aligned correctly. The corresponding camera image is

shown in figure 10.2b.

monolayer
monolayers 

multilayers
(a) (b)

bulk flake
PL spot

400 μm 

Figure 10.2: WS2 sample and emission. (a) Optical microscopy image of the inhomo-
geneous WS2 flakes on the silicon substrate. Monolayers are highlighted; (b) Camera
image of the WS2 sample surface upon radiation with the pump laser (with switched
off ceiling lights). A faint red PL dot can be observed.

Although the camera provides evidence for PL emission, repeated attempts to detect an

upconversion signal by FLUPS failed. This might be explained by the suboptimal excitation

wavelength. However, because emission was observed by the camera, the absence of an

upconverted signal raises another question: Is there no SFG at all due to the setup or is the

signal strength below the instrument sensitivity?
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10.2 Depletion spectroscopy

10.2 Depletion spectroscopy

T O test whether upconversion of the WS2 emission occurs, depletion spectroscopy was

introduced. [105] The essence of this spectroscopy is that PL and gate photons are

consumed for the SFG during the upconversion process. Therefore, a decrease in the

intensity of either pulse would indicate the presence of SFG. Because the gate pulse is very

intense, it is a well-suited observable for depletion spectroscopy. However, it cannot be

perceived as the setup is not capable of capturing infrared wavelengths. Fortunately, the

third harmonic of the gate lies with ∼450 nm within the accessible upconversion window.

Consequently, it can be perceived in the background spectrum. Usually, the background

is subtracted, but on this occasion, it happens to be the basis of depletion spectroscopy.

Because THG is a third-order NLO process, it is proportional to I 3
g and especially sensitive

to changes in gate intensity. As a result, the third gate harmonic strongly depends on the

upconversion efficiency and is the perfect observable to evaluate if upconversion takes

place. Note that the gate intensity is also subject to fluctuations due to the finite stability

of the laser, meaning that the fluctuations enter cubically in the background.

To perform depletion spectroscopy, the mechanical delay stage was manually shifted from

t0 to a slightly positive time delay < 1 ps. Then 100 spectra were acquired and summed

at this position. Subsequently, the process was repeated for negative delay >−1 ps. The

results are plotted in figure 10.3a. Interestingly, it can be seen that the intensity is lower

during positive times. This indicates gate-depleting processes such as upconversion.

To examine the depletion process further, the difference spectrum ∆S was calculated

according to

∆S = s (t > t0)− s (t < t0)

s (t < t0)
(10.1)

It is shown in figure 10.3b (dark blue, highlighted). As expected for depletion, a negative

signal is found in the region from 410 to 450 nm. To exclude the possibility that the signal is

caused by gate fluctuations, the experiment was performed two more times (blue spectra

D2 and D3, the corresponding background spectra are not displayed). Apparently, the

depletion band roughly retains its shape and intensity for repeated measurements.
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10. Towards upconversion of TMDC MLs

(a)

(b)

1e6

1e5

Figure 10.3: Background and difference spectra of WS2. (a) Accumulated background
spectra just before (black) and after (orange) excitation with the pump; (b) Differ-
ence spectra ∆S indicating gate depletion. Spectrum D1 was calculated from the
background spectra of the upper panel, the spectra D2 and D3 represent replicate
measurements.

Therefore, the continuous negative spectral signature observed in the difference spectra at

the wavelengths regime of the third gate harmonics strongly indicates that an upconversion

of the WS2 emission is occurring. Nevertheless, extreme caution must be exercised in

interpreting some of the spectral attributes found in figure 10.3b, because scatter of

fluctuations might be wrongly assigned to excitonic processes. It can be assumed with a

high probability that the peaks at ∼410 nm are due to the scattering of the pump. Given

the small sample size, an interpretation of the shape of the envelope and other peaks is

refrained from at this point.
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10.2 Depletion spectroscopy

Conclusion

In summary, this chapter provides a significant first step towards upconverting the PL of

TMDC MLs. The laser dye DCM was identified as optimal for the photometric correction.

Moreover, the FLUPS design adapted to the requirements of the 2D WS2 sample. Depletion

spectroscopy provides strong evidence that PL upconversion of the TMDC monolayers was

achieved for the first time, even if the signal intensity is not sufficient to obtain emission

spectra yet. In fact, the results suggest that adjusting the excitation may be sufficient to

increase the signal strength such that emission spectra are obtained.
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Summary and conclusion

THE present work had two major objectives:

(i) First, the commissioning of a FLUPS and its characterization concerning the

functionality and the two different measurement modes A and B, respectively.

(ii) Second, the investigation of bright relaxation pathways in WS2 on Si/SiO2.

In the first part of this work, the FLUPS setup following N. P. Ernsting’s design with fem-

tosecond time resolution was implemented. However, FLUPS is a sensitive instrument

with many potential sources of error. To prove its proper functionality, test measurements

with the domestically studied dye C153 were performed and its solvation dynamics were

monitored. For comparison with the literature, the experimental data were corrected for

the apparatus bias by photometric correction. Based on the results, it can be deduced that

the (re-)construction of the FLUPS was successful: A TDSS of ∼1600 cm−1 was obtained

for C153, which is in good agreement with previous studies.

Furthermore, novel research results of M. Gerecke et al. were considered and the reported

measurement modes case A and case B were characterized. This work confirms that case A

has approximately three times the signal strength but at the expense of some of the phase-

matching bandwidth. Transient measurements of C153 at detuned phase-matching angles

allowed to incorporate the SAR method. The posterior synthesis of those spectra enabled,

for the first time, the in silico broadening of the phase-matching bandwidth. It also

demonstrated the superiority of case A in combination with the SAR method over case B.

However, the data gathering also suggested that the SAR method is not advantageous for

regular applications due to the high stability of the photometric correction.
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11. Summary and conclusion

The second part of this work was devoted to the investigation of WS2 MLs. For this purpose,

a reference system was set up based on the dye DCM, whose radiation characteristics

resemble those of the WS2 sample to some extent. Fluorescence upconversion for the

reference system was confirmed, but not directly detected for WS2 MLs. However, deple-

tion spectra suggest that SFG does take place, but the signal strength lies below the noise

level. Finally, various reasons for the weak WS2 emission were identified and promising

solutions to the problem were proposed.

In conclusion, this thesis provides an initial step towards the study of TMDC MLs with

FLUPS. On the one hand, the commissioning and characterization of the FLUPS setup

was completed. The testing and standardization of the measurement instrument ensures

that the experiments can be replicated and also carried out by other research groups.

Moreover, a deeper understanding of FLUPS technical particularities that form the basis for

further customization was obtained. On the other hand, close examination of TMDC MLs

indicated that indeed further tailoring of the present setup is needed. Important tasks were

identified that will lead to a successful upconversion of the emission. The next major step

involves tuning the excitation wavelength to enhance the quantum yield of the WS2 sample.

Further efforts will be devoted to a pulse front tilt to improve the time resolution. In the

short to medium term, it is anticipated that FLUPS measurements of WS2 will be completed

for the first time. Future research could follow up on FLUPS measurements of WS2 MLs

to determine similarities and differences in spectral and electronic properties between

other TMDC MLs. Furthermore, new atomically thin architectures such as Van-der-Waals

or organic-inorganic heterostructures based on TMDC MLs could also be investigated.
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Appendix A: Pulse Tilt

T HE time resolution in the experiments of this work was ∼400 fs. However, in the litera-

ture, time resolutions with ∆t < 100 fs have been reported. To accomplish this, the gate

pulse needs to be tilted with a certain angle Φ by a third prism Pr3 as shown in figure 11.1a:

While the ray at the top passes through prism material, the ray at the bottom crosses the

apex. Consequently, the propagation time from line X to Y results in the difference [73]

∆τ= τtop −τbottom = 2Ltop

vg (ω)
− 2Lbottom

c
, (11.1)

where vg (ω) = ∂ω/∂k is the group velocity. It is the velocity with which the envelope of the

gate propagates in the prism Pr3, therefore vg (ω) < c. The tilt angle Φ can be geometrically

calculated:

Φ= arctan

(
c∆τ

w0

)
. (11.2)

Here, w0 is the distance between the two boundary rays.

Figure 11.1b shows how the fluorescence and gate beams interact with and without a tilted

gate pulse. It can be seen that the time resolution is limited due to the interaction angle α′.
The corresponding front shearing results into a loss of resolution, which is avoided by a

tilted gate pulse. To completely avoid a front shearing, the tilt angle must be equal to the

interaction angle α′. However, the desired angle can usually not be attained using a prism

alone. That is why lens L can be employed to amplify the tilt and map Φ onto α′. Despite

its strong advantages, gate tilting has not been applied in this work because it caused

problems with the focus. Nevertheless, gate tilting represents a promising improvement of

the present setup in the future.
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Figure 11.1: Pulse tilt. (a) The gate pulse is tilted using a prism; (b) Pulse tilting avoids
front shearing between fluorescence and gat pulse whicht resuls in improved time
resolution.
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Appendix B: TCSPC measurements

T IME-CORRELATED SINGLE-PHOTON COUNTING (TCSPC) is a common technique for mea-

suring emission decays with picosecond time resolution. In this method, the sample

is initially excited by a laser pulse. The subsequent emission is detected with a high-gain

photomultiplier tube and the time to the first detected photon event is recorded. By

counting many single-photon events, a histogram of the photon distribution over time

(and spatial coordinates) is constructed. It reflects the exponential decay of the emission

intensity.

Although the time resolution of TCSPC is, with a few picoseconds, significantly worse

compared to FLUPS, it is much easier to perform and has a very high sensitivity. Therefore,

it is capable of detecting the weak emission of WS2.

To compare the signal strength of the DCM and WS2 emission, TCSPC measurements were

performed. The DCM sample in acetonitrile with OD400 nm = 0.07 from section 10.1 was

used because its absorbance is comparable to WS2 on Si/SiO2 at 400 nm excitation. Then,

photon histograms for both samples were recorded and are shown in figure 11.2. Evidently,

DCM exhibits significantly higher count numbers over the entire time and decays much

more slowly compared to the TMDC.

Figure 11.2: TCSPC spectra of DCM and WS2. The histograms were recorded after
excitation with 400 nm and are displayed on a logarithmic scale. Apparently, both the
signal intensity and decay time are significantly smaller for WS2 than those of DCM.
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The TCSPC data from figure 11.2 were used to compute a rough estimate of the expected

signal strength of WS2 in FLUPS. Of course, the signal strength of TCSPC cannot be directly

transferred to FLUPS, if only because the time resolution is different. Therefore, the

following consideration can only be of qualitative character. However, the prove instructive

nonetheless.

According to the logarithmic intensity scale, the DCM signal is ∼100 times stronger than

that of WS2. This can be explained by the significantly lower quantum yield of WS2 MLs.

This effect is further enhanced by the suboptimal excitation wavelength at 400 nm, cf.

section 10.1. Futhermore, FLUPS measurements of DCM are available. These were also

performed at 400 nm excitation and low pump intensities (at the WS2 damage threshold

level). At best, the upconverted spectra provided a few hundred counts at 1 s exposure

time, while the noise was ∼20 counts. If the PL intensity of the WS2 MLs is assumed to

behave analogously as in TCSPC, then it would lie about a factor of ten below the noise

floor in FLUPS. Therefore, it seems unambiguous that the PL of WS2 cannot be detected in

FLUPS when excited at 400 nm, which is supported by the findings from section 10.2.
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Nomenclature

C (τ) Cross-correlation function between pump and gate.

E Electromagnetic pulse (field).

Eb Exciton binding energy.

Eexc Exciton emission energy.

Eg Bandgap energy.

I (Pulse) intensity.

L Crystal thickness.

P Electric polarization (field).

Q Quantum yield.

Vc Coulomb potential.

∆S Difference spectrum.

∆τ Difference in propagation time.

∆k Phase-mismatch.

∆t Time resolution.

α′ External interaction angle between fluorescence and gate pulse.

χ( j ) Electric susceptibility of j -th order.

δ Angle of incidence between the considered pulse and the surface normal.

γ Asymmetry parameter of a lognormal function.

Ĥ Hamiltonian (operator corresponding to the total energy of a system).
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~ Reduced Planck constant.

[F∗ (t )] Population of excited fluorophores as a function of time.

T Observed fluorescence lifetime.

Tn Natural radiative lifetime.

IRF Instrument response function.

OD Optical density.

a0 Bohr radius of the hydrogen atom.

c Speed of light in vacuum.

h Planck constant.

µ0 Magnetic permeability of free space.

ν Frequency of light.

σ Total number of detected signal counts.

τ Time delay between pump and probe pulses.

θ Phase-matching angle.

θopt Optimal phase-matching angle.

ν̃0 Peak wavenumber parameter of a lognormal function.

M Measurement matrix.

µ Two-body reduced mass.

∆ Bandwidth wavenumber parameter of a lognormal function.

Γnr Non-radiative decay rate.

Γr Radiative decay rate.

Φ Tilt angle of the gate.

ε Absolute permittivity.

ε0 Vacuum permittivity.

εr Dielectric constant (permittivity) of the crystal lattice.
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a Amplitude parameter of a lognormal function.

a2D
B Bohr radius of 2D excitons.

al Lattice constant.

c Sample concentration.

d Sample thickness.

f Count distribution (without instrumental bias).

k Wave vector.

k0 Light wave-vector.

m Principal quantum number.

me Effective electron mass.

n Refractive index.

p Pixels of the CCD camera.

rexc Exciton (electron-hole) radius.

s Count distribution with instrumental bias.

t0 Time zero.

t∞ Time after excitation at which the samples raches a steady-state.

v Vibrational quantum number.

vg Group velocity.

vk Kane velocity.

w0 Distance between the two boundary rays of the gate.

e Elementary positive charge.
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